
1

From:

Sent: Monday, 18 March 2019 11:22 AM

To: Patteson, Carolyn

Cc: James Penprase; Mike Makin; Aaron o'neill

Subject: RE: Latest - heading to richard now [SEC=PROTECTED, DLM=Sensitive:Cabinet]

PROTECTED Sensitive: Cabinet 

Thanks   Will make your other change. 

Will cc you into the final going to Richard in the next 15 mins. 

From: Patteson, Carolyn  
Sent: Monday, 18 March 2019 11:13 AM 
To:   
Cc: Penprase, James ; Makin, Mike ; O'Neill, Aaron  
Subject: Re: Latest - heading to richard now [SEC=PROTECTED, DLM=Sensitive:Cabinet] 

Thank 

 
. I’d need to understand more 

practically how it works in the broadcast space currently. I’d also need to think about the powers for the OeSC. 

Minor suggestion - the Prohibiting Streaming Services might be better above the Press Council Summit bit, it is 
fundamentally important. 

Sent from my iPad 

On 18 Mar 2019, at 11:03, communications.gov.au> wrote: 

PROTECTED Sensitive: Cabinet

streaming of terrorism material

Advice from the Office of the eSafety Commissioner

 The full-length video posted on 8Chan showing Tarrant’s assault on the Al Noor Mosque in 

Riccarton would almost certainly fall within the RC category under the terror-advocacy 

provisions and the broader instruction in crime or violence provisions. 

 Information from Google, Twitter and Facebook over the weekend is that they have worked to 

remove as much content as possible from their platforms. Facebook alone has removed 

something in the order of 1.5million videos of the attack. 
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 There are several other versions of the attack video circulating, including an edited version that 

stops as Tarrant raises his shotgun to fire at worshippers standing at the door of the Al Noor 

Mosque.  

 These edited versions – depending very much on the context in which it is provided – may not 

be considered sufficiently detailed to be regarded as pro-terror advocacy. Arguably, they do not 

show a terrorist act within the meaning of section 100.1 of the Criminal Code, as required under 

section 9A of the Classification (Publications, Films and Computer Games) Act 1995.  

 It is arguable that some of the edited versions may, however, still be considered sufficiently 

detailed to fall within the RC crime instruction category, as they could be seen as showing 

instruction in tactics, techniques and procedures. 

 We have not been able to establish an Australian connection with respect to the hosting of the 

material. As such we are not empowered to take formal action.  

 Material hosted via Australian news outlets may not have an Australian connection, as many of 

them are hosted overseas (even while employing .com.au country-level domains). 

Arrangements for dealing with inappropriate material

Australia’s classification system to address violent and extreme material 

 Australia has a robust domestic Classification Scheme for films, computer games and certain 

publications.  

 Australia relies on the Scheme to provide safeguards on material deemed extremist in nature 

and where appropriate, a Refused Classification (RC) rating is applied for material submitted for 

classification. This includes content promoting, inciting or instructing matters of crime of 

violence. 

 The scheme is an inter-governmental arrangement whereby any changes to the scheme must be 

considered and agreed to by all ministers with responsibility for classification matters.  

Video Games depicting violence

 Under Australian classification laws, a computer game must be classified before it can be sold. 

This includes games that are available via online storefronts. 

 Computer games are classified by applying the Classification Act, the National Classification 

Code and the Guidelines. 

o The National Classification Code states that adults should be able to read, hear, see and 

play what they want, but minors should be protected from material likely to harm or 

disturb them, and that there is a need to take account of community concerns about 

depictions that condone or incite violence. 

o The Computer Games Guidelines state that a game is classified R 18+ if the violence is 

high impact. However, high impact violence that is visually depicted, frequently 

gratuitous, exploitative and offensive to a reasonable adult is not permitted at the R 18+ 

level. 

o The Computer Games Guidelines state that a game is Refused Classification if it 

contains: 

 Detailed instruction or promotion in matters of crime or violence. 
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 Violence with a very high degree of impact which are excessively frequent, 

prolonged, detailed or repetitive. 

 Under state and territory classification laws, a computer game which has been Refused 

Classification cannot be sold or advertised. It is also an offence to possess such a game in 

Western Australia. Enforcement of classification decisions is matter for the states and territories 

 Online and mobile games apps can be classified by the International Age Rating Coalition (IARC) 

tool, used on participating storefronts (including Google Play, the Microsoft Store, Nintendo 

eShop, PlayStation Store and Oculus Store).  

 The Department monitors a sample of games classified by the IARC tool, and the Classification 

Board can revoke the classification if it would have provided a different rating.  

 Games have been Refused Classification by the IARC tool.  

o In 2017, a game titled ‘Airplane Terrorist Simulator’ was Refused Classification because 

of terrorist related content. This demonstrates that the IARC tool is working for games 

that contain this type of content.  

 Games that are Refused Classification by the IARC tool cannot be made available for sale on 

digital storefronts.  

 Some digital storefronts such as Apple and Steam do not use the IARC tool. Steam has been 

known to provide games with high impact content.  

 Since 2015-16, 5 games have been classified RC by the Classification Board, and none of these 

have been due to violence (these have been due to promoting drug use or paedophilia). 

 The Computer Games Guidelines were most recently updated in 2012 to introduce the R 18+ 

category.  

 Based on the Department’s research with the Australian community and low complaints 

received, there is satisfaction with the standards for the classification of violent video games. 

Working with digital platforms

Mechanisms for takedown

 Under the Online Content Scheme, the eSafety Office can take action in relation to material 

hosted in Australia that has been assessed against the National Classification Scheme as 

‘prohibited’ or ‘potential prohibited’ (RC, X 18+, R 18+ or, in some cases, MA 15+).  

 The RC category includes offensive depictions or descriptions of children and illegal content. 

However, it is important to note that what is considered prohibited/potential prohibited under 

Australian law may not be illegal in the jurisdiction where the content is hosted. 

 While the eSafety Office does not have the power under the Online Content Scheme to issue a 

takedown notice to Facebook, which is based in the United States, it does work cooperatively 

with digital platforms to request removal of material that is clearly illegal in Australia and other 

jurisdictions. 

Powers

 The eSafety Commissioner has the statutory power to direct Australian content hosts to remove 

prohibited online content if it is hosted in Australia. 

 Overseas-hosted prohibited content, including adult content, is notified to vendors of accredited 

Family Friendly Filters. 

 Reports about prohibited online content are prioritised and are referred to local and 

international civil and law enforcement partners for removal. 
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 If prohibited online content depicts information that could lead to the identification of either a 

victim or perpetrator, an immediate report will be made by the Office to the AFP.  

 Pro-extremist content is notified to the Australian Federal Police or to state law counter-

terrorism commands. 

The ACMA

 The ACMA has commenced a formal investigation to examine whether content broadcast by 

commercial, national and subscription broadcasters on Friday’s terrorist attack in Christchurch 

breached current rules. 

 The ACMA’s investigation will focus on any content from the perpetrator-filmed and live 

streamed footage of the shootings that was broadcast on Australian television. 

 The ACMA is also concerned about content made available or linked to on broadcasters’ 

websites. While this is currently beyond its regulatory remit, the ACMA is in close contact with 

the Australian Press Council as it reviews its members’ coverage of the attack. 

 In the first instance, the ACMA Chair will be writing to the CEOs of the commercial, national and 

subscription broadcasters requesting urgent information on the nature, extent and timing of the 

broadcast of content relating to the shootings, in particular from the day of the attack. 

 The ACMA will also be requesting urgent meetings with the peak industry organisations—Free 

TV Australia and the Australian Subscription Television and Radio Association—to discuss 

whether current rules are providing adequate protections for Australian audiences. 

Possible Next Steps

 This is a highly complex matter involving a perpetrator who has meticulously planned to 

maximise the spread of their content by exploiting the open nature of digital platforms. 

 Domestic regulation can only go so far in addressing this as digital platforms are global entities. 

 Close collaboration and cooperation with digital platforms is essential to identify, report and 

limit the spread of extremist material. 

Briggs Review and Online Safety Charter
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 The Briggs review of Online Safety legislation conducted in 2018 recommended the 

development of a new Online Safety Act, with an increased obligation for industry to be more 

proactive in addressing online harms to be passed into law in the second half of 2019. The 

Government has indicated in principle support. 

 The Government is also consulting on a draft online safety charter which is intended to establish 

the Government’s expectations for social media services, content hosts and other technology 

companies in enhancing online safety for Australian users. 

 It will seek to articulate community expectations in relation to the identification and removal of 

harmful and illegal content, tackling abusive conduct, and improving transparency for users. 

 The Government could strengthen the charter with a view to addressing live streaming of 

terrorist content. 

Prohibiting Streaming Services

 Prohibiting live streaming is not feasible as this functionality is widely available across any 

number of social media, OTT and telecommunication platforms. 

 Overwhelmingly, live streaming services are used for legal purposes and have widespread 

business, consumer and personal uses. 
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ATTACHMENT A

Emails from Facebook – 17 March
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ATTACHMENT B

Emails from Facebook – 16 March
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ATTACHMENT C

Online Content Scheme

The Online Content Scheme is set out in Schedules 5 and 7 of the Broadcasting Services Act 1992
(BSA) and four industry codes. This is a coregulatory scheme with industry codes working together 
with a formal regulated complaints mechanism.  

 Schedule 5 contains powers to take action against content hosted outside Australia. 

 Schedule 7 contains powers to take action against content hosted within Australia. 

The scheme was designed to meet the objects in subsection 3(1) of the BSA of: 
(ha) to ensure designated content/hosting service providers respect  

community standards in relation to content; and 
………………… 
(k) to provide a means for addressing complaints about certain internet 

content; and  
(l) to restrict access to certain internet content that is likely to cause offence to a reasonable 

adult; and  
(m) to protect children from exposure to internet content that is unsuitable 

for children;  

Prohibited content is that which what been classified by the Classification Board, and may include 
assessment for material that contains violence, language and themes such as terrorism and 
pornography. Prohibited content includes material to which criminal penalties apply (e.g. child 
pornography) or that has been classified as: 

 Refused Classification (RC) 

 X18+ 

 R18+ unless subject to a restricted access system 

 MA15+ and is provided on a commercial basis unless subject to a restricted access system. 

Potentially prohibited content is content that has not been classified but, if it was, is highly likely to 
be found to be prohibited. 

Schedule 7 of the BSA defines ‘content’ as text, data, speech, music, sounds, visual images or any 
other form.  

The eSafety Commissioner can investigate complaints about prohibited or potentially prohibited 
content and can: 

 If content is hosted in Australia, order the take down of material using powers in schedule 7 

of the BSA, or 

 If content is hosted outside of Australia, report it to law enforcement and advise of links to 

the makers of internet filters using powers under Schedule 5 of the BSA. 

The eSafety Commissioner is not able to classify material directly. Applications for classification of 
content can be made to the Classification Board by the host service provider, content service 
provider, links service provider or the eSafety Commissioner. Content is classified under the 
National Classification Code and classification guidelines.  

CONCERNS ABOUT THE EFFECTIVENESS OF THE ONLINE CONTENT SCHEME

Issues with the Scheme as identified in the current and previous reviews are that the scheme is 
inflexible and overly prescriptive and not keeping up with changing technology. The industry codes 
that underpin the Scheme have not been reviewed since they were first developed in 2005 and 
2008. 
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In 2012 the Australian Law Reform Commission recommended the establishment of a new 

classification scheme, administered by a single Commonwealth regulator that covered all media 

content across all platforms.  

Submissions to the current review noted: 

 The schedules overlap, are outdated, not fit for purpose and do not reflect current 

technologies or content delivery models and there is an inconsistent treatment of the same 

content across different platforms. 

 The scheme has been more effective for content hosted in Australia with a high compliance 

rate. However this has become less relevant because of the migration of illegal content to 

offshore sites. 

 Some submissions suggested that content should be classified by appropriately trained 

eSafety Office staff which would allow for quicker removal of content. 

 The industry codes are out of date but the prescriptive nature of the schedules have 

prevented a meaningful overhaul of the codes by industry. 

BACKGROUND

Outline of Schedule 5 of the BSA - Online Services

Schedule 5 was added to the BSA in 1999. The Schedule sets up a system for regulating certain 
aspects of the internet industry: 

 If the eSafety Commissioner is satisfied that internet content hosted outside Australia is 

prohibited content or potential prohibited content, the Commissioner must:  

o if the eSafety Commissioner considers that the content is of a sufficiently serious 

nature to warrant referral to a law enforcement agency—notify the content to an 

Australian police force; and  

o notify the content to internet service providers so that the providers can deal with 

the content in accordance with procedures specified in an industry code or industry 

standard (for example, procedures for the filtering, by technical means, of such 

content).  

 Bodies and associations that represent the internet service provider section of the internet 

industry may develop industry codes.  

 The eSafety Commissioner has a reserve power to make an industry standard if there are no 

industry codes or if an industry code is deficient. 

Outline of Schedule 7 of the BSA - Content Services

Schedule 7 was added to the BSA in 2007. The Schedule sets up a complaint mechanism for online 
content: 

 A person may make a complaint to the eSafety Commissioner about prohibited content, or 

potential prohibited content, in relation to certain services.  

 The Commissioner may take the following action to deal with prohibited content or 

potential prohibited content if it is hosted in Australia:  

• in the case of a hosting service—issue a take-down notice;  

• in the case of a live content service—issue a service-cessation notice;  

• in the case of a links service—issue a link-deletion notice.  
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 Content (other than an eligible electronic publication) is prohibited content if:  

• the content has been classified RC or X 18+ by the Classification Board; or  

• the content has been classified R 18+ by the Classification Board and access to the 

content is not subject to a restricted access system; or 

• the content has been classified MA 15+ by the Classification Board, access to the 

content is not subject to a restricted access system, the content does not consist of 

text and/or one or more still visual images, and the content is provided by a 

commercial service (other than a news service or a current affairs service); or  

• the content has been classified MA 15+ by the Classification Board, access to the 

content is not subject to a restricted access system, and the content is provided by a 

mobile premium service.  

 Content that consists of an eligible electronic publication (an electronic edition of a book, 

magazine or newspaper) is prohibited content if the content has been classified RC, 

category 2 restricted or category 1 restricted by the Classification Board.  

 Generally, content is potential prohibited content if the content has not been classified by 

the Classification Board, but if it were to be classified, there is a substantial likelihood that 

the content would be prohibited content.  

 Bodies and associations that represent sections of the content industry may develop 

industry codes.  

 The Commissioner has a reserve power to make an industry standard if there are no 

industry codes or if an industry code is deficient.  

 The Commissioner may make determinations regulating certain content service providers 

and hosting service providers.  
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ATTACHMENT D

Excerpts from Commercial Television Industry Code of Practice and Subscription Broadcast 

Television Code of Practice

Commercial Television Industry Code of Practice

2.3 Exceptions

2.3.3 News Programs (including news flashes and news updates), Current Affairs Programs and 

Sports Programs and Program Promotions for news, Current Affairs or Sports Programs do 

not require classification and may be shown at any time, however a Licensee will exercise 

care in selecting material for broadcast, having regard to:  

a) the likely audience of the Program or Program Promotion; and  

b) any identifiable public interest reason for presenting the Program or Program Promotion. 

2.6 Material not suitable for broadcast 

2.6.1 A Licensee must not broadcast any material that cannot be classified MA15+ or any lower 

television classification.  

Note: Material may be modified by a Licensee to ensure that it is suitable for broadcast, or for 

broadcast at particular times. 

2.6.2 A Licensee must not broadcast any Program, Program Promotion, Community Service 

Announcement or Station ID which is likely, in all the circumstances, to provoke or 

perpetuate in, or by a reasonable person, intense dislike, serious contempt or severe 

ridicule against a person or group of people because of age, colour, gender, national or 

ethnic origin, disability, race, religion or sexual preference. 

3.2 Material which may cause distress 

3.2.1 In broadcasting a news or Current Affairs Program, a Licensee must:  

a) not include material which, in the reasonable opinion of the Licensee, is likely to seriously 

distress or seriously offend a substantial number of viewers, having regard to the 

likely audience of the Program, unless there is a public interest reason to do so; and  

b) include a spoken warning before a segment that contains material which, in the 

reasonable opinion of the Licensee, is likely to seriously distress or seriously offend 

a substantial number of viewers having regard to the likely audience of the 

Program; and  

c) not broadcast reports of suicide or attempted suicide unless there is a public interest 

reason to do so, and exclude any detailed description of the method used, and 

exclude graphic details or images; and  

d) exercise sensitivity in broadcasting images of or interviews with bereaved relatives or 

people who have witnessed or survived a traumatic incident; and  

e) have regard to the feelings of relatives and viewers when including images of dead bodies 

or people who are seriously wounded, taking into account the relevant public 

interest. 

Subscription Broadcast Television Code of Practice

2.1 General Programs

(a) Licensees will not broadcast any program which is likely in all the circumstances to provoke or 

perpetuate intense dislike, serious contempt or severe ridicule against a person or group of 
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persons on the grounds of age, colour, gender, national or ethnic origin, disability, race, 

religion or sexual preference. 

2.2 News and Current Affairs Program

[…] 

(b) In broadcasting news and current affairs programs to the extent practicable Licensees: 

(i) must not present material in a manner which creates public panic; 

(ii) must include only sparingly material likely to cause some distress to a substantial 

number of viewers; 

(iii) must exercise sensitivity in broadcasting images of, or interviews with, bereaved 

relatives and survivors or witnesses of traumatic incidents; 

(iv) will take all reasonable efforts to provide warnings when there are identifiable public 

interest reasons for broadcasting material which may seriously distress or seriously 

offend a substantial number of viewers; 

(v) will only broadcast reports of suicide or attempted suicide where there is an identifiable 

public interest to do so and will exclude any detailed description of the method 

used and any graphic details and will not glamourise suicide in any way; and 

(vi) will make reasonable efforts to correct significant errors of fact at the earliest 

opportunity. 

(c) In broadcasting news and current affairs programs Licensees must not use material relating to a 

person's personal or private affairs, or which invades an individual's privacy, other than 

where there are identifiable public interest reasons for the material to be broadcast.  

Note: The question of intrusion into private domains, such as bereavement or personal tragedy, is 

one of real difficulty for all providers of news and current affairs programs. It is a matter of 

balance between what should be reported in the interests of the general public and what, if 

reported, would cause an individual or group of individuals unnecessary anguish. It is noted 

that the ACMA has published advisory Privacy Guidelines for Broadcasters available on the 

ACMA website at www.acma.gov.au.

2.3 Program Promotions and News Updates

Licensees will have particular regard to the need to protect children from unsuitable material in 

program promotions, news updates and news promotions. 

The content of program promotions, news updates and news promotions will be consistent with the 

classification of the programs (if classified) during which updates or promotions appear and will, 

where practicable, include classification information about the programs being promoted, (see Part 

3 of these Codes). 
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ATTACHMENT E

Extract from draft Online Safety Charter – released for public comment on 16 February 2019

Draft Online Safety Charter 

This Charter seeks to outline what the Australian Government, and the Australian community, 

expect of technology companies and online service providers operating in Australia in terms of 

protecting the most vulnerable in our community. It is underpinned by two fundamental principles: 

1. Standards of behaviour online should reflect the standards that apply offline. 

1. Content that is harmful to users, particularly children, should be appropriately restricted.  

This Charter is directed towards technology firms that offer the opportunity for users in Australia to 

interact or connect, and technology firms whose services and products enable Australian users to 

access content and information. This includes social media services, internet service providers, 

search engine providers, content hosts, app developers, and gaming providers, among others. For 

the sake of simplicity, the Charter uses the term ‘technology firms’. 

Control and responsibility 

Content identification

Technological solutions should be fully utilised by technology firms to identify illegal and harmful 

content, and these solutions should be supported by human resources as appropriate. 

There should be a specific point of contact within each technology firm for the referral of complaints 

about illegal and harmful content or legal notices from Australian authorities. This point of contact 

should be equipped and trained to manage Australian referrals, with a good understanding of 

relevant Australian legal requirements.  

Content moderation 

The systems employed by technology firms should have the capability and capacity to moderate 

illegal and harmful content.  

Where feasible, this should include a triaging system to ensure high risk content (e.g. content 

promoting self-harm or criminal activity) is addressed expeditiously and lower risk content is 

reviewed and actioned within a longer period (for example, within 24 hours). 

This triaging system should ensure that complaints made by children, or by adults on behalf of 

children, are also expedited. Where appropriate, illegal, harmful or inappropriate content targeted 

towards a child should be removed immediately, and only reinstated once the complaint has been 

investigated and only if the complaint is not upheld. 

The resources devoted to content moderation should be proportionate to the volume of content 

available to users and relevant to the Australian context. Human content moderators should meet 

minimum training standards. 

Minimum timeframes should apply to the review and moderation of flagged content, whether 

identified from internal flags, user complaints or regulatory authorities.  

Content removal

Content that is clearly and unambiguously illegal under Australian law should be removed 

proactively by technology firms 
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Content that has been determined to be in breach of terms of use, or identified by regulatory 

authorities to be illegal or harmful, should be removed within clearly stated minimum timeframes. 

Technology firms should take steps to prevent the reappearance of illegal, harmful or offensive content 
that has been removed.

Director / Digital Platforms / Digital Media and Copyright Branch
Department of Communications and the Arts

2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601

communications.gov.au / @CommsAu

arts.gov.au / @artsculturegov

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I 
recognise and respect their continuing connection to the land, waters and communities. I pay my 
respect to Elders past and present and to all Aboriginal and Torres Strait Islanders.
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KENNA Allison

From:

Sent: Monday, 18 March 2019 5:22 PM

To: Patteson, Carolyn; James Penprase;  Mike Makin

Cc: Richard Eccles

Subject: FW: Summary - Google/YouTube Work Following Christchurch Tragedy 

[SEC=UNCLASSIFIED]

UNCLASSIFIED 

FYI (this has been passed to the MO as well). 

– Richard Eccles – Deputy Secretary (Content, Arts, Strategy & Research) 
Richard Windeyer – Deputy Secretary (Infrastructure & Consumer Affairs) 
Department of Communications and the Arts 

2 Phillip Law Street, Canberra ACT 2601 
GPO Box 2154 Canberra ACT 2601 

communications.gov.au
@CommsAu

arts.gov.au
@artsculturegov

INTERNATIONAL YEAR OF 
INDIGENOUS LANGUAGES 
www.arts.gov.au/IY2019

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I 
recognise and respect their continuing connection to the land, waters and communities. I pay my respect to 
Elders past and present and to all Aboriginal and Torres Strait Islanders.

From: Eccles, Richard  
Sent: Monday, 18 March 2019 3:54 PM 
To:  ; Mrdak, Mike ; Patteson, Carolyn  
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Subject: RE: Summary - Google/YouTube Work Following Christchurch Tragedy 
[SEC=UNCLASSIFIED] 

UNCLASSIFIED 

Dear  

This is very useful – appreciate the update. 

Richard 

Richard Eccles

Deputy Secretary / Content, Arts, Strategy and Research 
Department of Communications and the Arts 
P  

Richard.eccles@communications.gov.au
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INTERNATIONAL YEAR OF 
INDIGENOUS LANGUAGES 
www.arts.gov.au/IY2019

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I 
recognise and respect their continuing connection to the land, waters and communities. I pay my respect to 
Elders past and present and to all Aboriginal and Torres Strait Islanders.

communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov

From:   
Sent: Monday, 18 March 2019 3:48 PM 
To: Mrdak, Mike <Mike.Mrdak@communications.gov.au>; Eccles, Richard 
<Richard.Eccles@communications.gov.au>; Patteson, Carolyn 
<Carolyn.Patteson@communications.gov.au> 
Cc: Middleton, Vicki <Vicki.Middleton@communications.gov.au> 
Subject: Summary - Google/YouTube Work Following Christchurch Tragedy 

Dear Mike, Richard and Carolyn, 
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From:

Sent: Wednesday, 20 March 2019 5:18 PM

To:  media

Subject: FW: Final reply that is being sent in response to media enquiries 

[SEC=UNCLASSIFIED]

UNCLASSIFIED 

As discussed 

From:   
Sent: Tuesday, 19 March 2019 4:57 PM 
To: Penprase, James <James.Penprase@communications.gov.au> 
Subject: Final reply that is being sent in response to media enquiries [SEC=UNCLASSIFIED] 

UNCLASSIFIED 

Hi James, 

The final version that has been issued to journalists is as follws. 

 

 There has been a sea change in the attitude of the community and governments to the regulation of the 
internet over the last decade. The clear view of our Government and the Australian community is that the 
same standards and rules that apply in the physical world should apply in the online world. The internet 
cannot be an ungoverned and safe space for terrorists and other criminals. This has been the guiding 
principle of this Government with the internet and why we have been continually adding to the 
enforcement powers of agencies, to protections for the community, and commissioned the ACCC to 
examine the entire digital platform market from end to end. The Government has been working locally and 
globally. 

 The Prime Minister has written to the G20 President (Shinzo Abe) to express his concern at the continuing 
and unrestricted role played by internet technologies in this and other terrorist attacks. The Prime Minister 
has requested that leaders have an opportunity to discuss the issue as part of the Osaka G20 Summit 
agenda. 

 It is imperative that the global community works together to ensure that technology firms meet their moral 
obligation to protect the communities which they serve and from which they profit. 

 The Australian Government has been at the forefront of online safety legislative reform to enshrine the 
principle that the online world is not a safe place for terrorists. It’s why we have legislated to give law 
enforcement agencies the same sort of crime fighting tools for encrypted communication that they have 
had for decades for phone services. 

 Our Government established and appointed the world’s first eSafety commissioner to be a one stop shop for 
advice, education and enforcement.  
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 We legislated the world’s first kids’ anti cyberbullying regime to give the eSafety Commissioner the powers 
to issue take down notices and fine individuals and digital platforms. We’ve legislated similar powers for the 
eSafety Commissioner in relation to the non-consensual sharing of intimate images.  

 The eSafety Commissioner already has the power to direct Australian hosted websites to take down 
offensive material that would be refused classification such as those related to terrorist, child sex and drugs 
matters. Australian law enforcement agencies can also require Australian ISPs to block access to overseas 
hosted content using powers in section 313 of the Telecommunications Act 1997.  

 And the eSafety Commissioner also has the power to advise Australian ISPs to include sites carrying material 
that would be refused classification in the list of filtering products where these are hosted overseas. And 
where sites are hosted in other jurisdictions the eSafety Commissioner works directly with platforms and 
overseas partner agencies to have material taken down. 

 But more needs to be done.  

 Even before the tragic events in Christchurch, the Government had released a draft Online Safety Charter 
for community consultation. The purpose of the Charter is to make clear to the platforms the Government’s 
expectations on behalf of the community across a range of areas including the prevention and the taking 
down of offensive material through the better use of moderators, artificial intelligence and other 
technologies.  

 At the time the draft Charter was issued I made clear that I expected the full cooperation of the platforms 
and that if this wasn’t forthcoming, the Government would not hesitate to legislate as it has in areas such as 
encryption, kids’ cyberbullying and the non-consensual sharing of intimate images. 

 In the wake of Christchurch, Ministers have met with government agencies and while the initial focus has 
been on responding to immediate events and assisting New Zealand colleagues the Government has also 
started looking at measures to address the ways digital platforms were used and abused. As part of these 
efforts the Government will be calling together representatives of digital platforms, ISPs and government 
agencies next Tuesday.  

 Digital platforms have evolved in what they can offer to the community and regrettably the worst elements 
of our society have also adapted their use. The time has come for those who own and manage platforms to 
accept a greater responsibility for how they are used. A best endeavours approach is no longer good 
enough. It’s clear that while social media companies have cooperated with authorities to remove some of 
that disgusting content, more needs to be done. If they won’t act, we need to. 
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From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Wednesday, 20 March 2019 3:35 PM

To:

Cc: James Penprase

Subject: Invitees - ISPs [SEC=UNCLASSIFIED]

UNCLASSIFIED

Email text for the telcos and Communications Alliance with names and email addresses below – where we have 
them. I understand Lauren has email addresses for telco CEOs which are understandably tightly held.
Dear (CEO name),
The Australian Government would like to invite you to attend a summit to discuss government and industry 
responses to the sharing of content related to the terrorist attack in Christchurch on 15 March.
The summit will bring together representatives of Australian law enforcement and security agencies, internet 
service providers, social media platforms, regulators and officials from my department.
Representatives will be asked to outline the actions taken by their organisations in response to the shootings and 
the dissemination of footage from the attacks. Summit participants will then work collectively to identify what can 
be done to prevent the streaming and reposting of extremist material, both now and into the future. 
The meeting will be held in Brisbane on 26 March from 1 -3 pm at Level 31, Eagle Street, Waterfront Place. We 
would like to confirm your representation by Friday, 22 March 2019. Please RSVP to Dr Carolyn Patteson, First 
Assistant Secretary, Content Division on (02) 6271 1418 or by email to Carolyn.Patteson@communications.gov.au. 
An agenda for the meeting will be circulated once attendees are confirmed.
Telstra

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418
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Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Friday, 22 March 2019 11:48 AM

To: James Penprase; 

Subject: FW: Microsoft President Brad Smith in Australia [SEC=UNCLASSIFIED]

UNCLASSIFIED 

FYI, we’re adding Microsoft too. I . 

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au

2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601

communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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______________________________________________________________________  

IMPORTANT: This message, and any attachments to it, contains information  
that is confidential and may also be the subject of legal professional or  
other privilege. If you are not the intended recipient of this message, you  
must not review, copy, disseminate or disclose its contents to any other  
party or take action in reliance of any material contained within it. If you  
have received this message in error, please notify the sender immediately by  
return email informing them of the mistake and delete all copies of the  
message from your computer system.  
______________________________________________________________________ 
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From:

Sent: Friday, 22 March 2019 4:54 PM

To: James Penprase; 

Subject: RE: Actions [SEC=UNCLASSIFIED]

UNCLASSIFIED 

I’ve added to the annotated agenda brief. 

From: Penprase, James  
Sent: Friday, 22 March 2019 4:39 PM 
To:   
Subject: FW: Actions [SEC=UNCLASSIFIED] 

UNCLASSIFIED 

More from Google. For file please and use in outlining what they have been doing.  

From: Eccles, Richard  
Sent: Friday, 22 March 2019 11:58 AM 

Cc: Penprase, James <James.Penprase@communications.gov.au>; Patteson, Carolyn 
<Carolyn.Patteson@communications.gov.au> 
Subject: RE: Actions [SEC=UNCLASSIFIED] 

UNCLASSIFIED 

For interest, this just in from Facebook. 
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In addition, we have shared more details about our technical work on artificial intelligence and blocking 
the video: https://newsroom.fb.com/news/2019/03/technical-update-on-new-zealand/. In terms of next 
steps, our work is focused on:

Please let me know if you have any further questions at this stage. We look forward to engaging further 
about these topics in more detail at the summit next Tuesday in Brisbane.”

Richard Eccles
Deputy Secretary / Content, Arts, Strategy and Research
Department of C mmunications and the Arts
P +61 2 6271 1

Richard.eccles@communications.gov.au

R   

INTERNATIONAL YEAR OF 
INDIGENOUS LANGUAGES
www.arts.gov.au/IY2019

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I recognise and 
respect their continuing connection to the land, waters and communities. I pay my respect to Elders past and present 
and to all Aboriginal and Torres Strait Islanders.

communications.gov.au / @CommsAu

arts.gov.au / @artsculturegov
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From: Eccles, Richard  
Sent: Friday, 22 March 2019 11:11 AM 

Cc: Penprase, James <James.Penprase@communications.gov.au>; Patteson, Carolyn 
<Carolyn.Patteson@communications.gov.au> 
Subject: Actions [SEC=UNCLASSIFIED] 

UNCLASSIFIED 

Dear all 

Please use this address list to keep in touch. 

As discussed, can each agency turn their mind to tangible outcomes and changes we would propose to platforms 
and ISPs.  

As per the discussion, we propose that these outcomes would be grouped under the following elements: 

1. Instantaneous or quicker takedown of violent and extreme material (or blocking of access); 

2. Improving transparency of the actions the planforms and ISPs take in relation to violent and extreme 
material; 

3. Holding platforms, ISPs, and individuals to account for the upload and distribution of violent and extreme 
material. 

Thanks – lets all keep close on this. 

Richard 

Richard Eccles
Deputy Secretary / Content, Arts, Strategy and Research
Department of Communications and the Arts
P +61 2 6271 1534 

Richard.eccles@communications.gov.au

INTERNATIONAL YEAR OF 
INDIGENOUS LANGUAGES
www.arts.gov.au/IY2019
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I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I recognise and 
respect their continuing connection to the land, waters and communities. I pay my respect to Elders past and present 
and to all Aboriginal and Torres Strait Islanders.

communications.gov.au / @CommsAu

arts.gov.au / @artsculturegov
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FOR-OFFICIAL-USE-ONLY 

SUMMIT ON RESPONSES TO THE SHARING OF CONTENT RELATED TO 
CHRISTCHURCH INCIDENT 

ANNOTATED AGENDA AND BRIEFING 

Date: Tuesday, 26 March 2019 
Time:  1:00 to 3:00 pm 
Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

Agenda Timing Description Lead 

1 1:00 – 1:05 pm 
(5 minutes) 

Welcome Prime Minister 

PURPOSE OF ITEM 

 Prime Minister to welcome attendees and outline the purpose of the Summit and its intended 
outcomes.  

 The Prime Minister is expected to articulate the concerns of the Government in relation to the 
terrorist attack in New Zealand and the upload and dissemination of footage from the incident 
on social media and other websites.  

Doc 8
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Agenda Timing Description Lead 

2 1:05 – 1:15 pm 
(10 minutes) 

Overview of expectations Minister Fifield 
Minister Dutton 
Attorney-General Porter 

PURPOSE OF ITEM 

Ministers to outline their expectations from the Summit (around 2 minutes each).  

TALKING POINTS

 (If PM present) I acknowledge Prime Minister Morrison – and I thank you for your leadership in 
progressing this Summit. 

 (If Deputy High Commissioner of New Zealand is present) I also acknowledge the Deputy High 
Commissioner of New Zealand, Mr Llewellyn Roberts, and express my heartfelt condolences for 
the terrible events that occurred in Christchurch. 

 My portfolio has played an active role in working with the platforms and the ISPs with respect to 
online safety. This is as it should be: online safety is a shared responsibility, with roles for 
individuals, industry and Government.    

 We have regulated the platforms – for a simple reason: to protect Australia’s best interests.  In 

my portfolio we have done so in the areas of image-based abuse, cyberbullying, online
gambling, copyright and piracy.  And our classification system makes it clear what content 
should be banned – refused classification and removed for circulation.  

 And I acknowledge the efforts of the platforms and ISPs to delete and block content from the 
Christchurch attack, and their willingness to cooperate with law enforcement agencies and 
Government in the wake of the attacks. 

 Despite this, it is clear that more needs to be done, by all parties.   

 Government must ensure that we have the right regulatory arrangements in place, and 
individuals, and the community, need to take responsibility for their actions online.  

 But industry must do more to ensure that their services are not being weaponised by those that 
perpetrate such acts, and that this type of harmful content isn’t able to be spread.    

 That is what we are here to talk about today.  

 As you know, we’ve sought to crystallise our expectations through the draft Online Safety 
Charter.  

 The action we are looking for from industry is a subset of that work, relating specifically to 
violent and extreme material.  

 As the Prime Minister has already outlined, we are seeking action in three areas:  

o Prevention and protection – including detecting, blocking, and instantaneous and faster 
takedown options for violent and extreme material. 

o Transparency – improving transparency of the actions taken by platforms and ISPs in 
relation to violent and extreme material. 

o Deterrence – enhancing responsibility for the upload and distribution of violent and 
extreme material by individuals, platforms and ISPs. 

 Today we are seeking concrete actions and commitments from industry. 
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 If we don’t get those, we will invariably need to turn to regulatory options. We’ve done so in the 
past, and won’t hesitate to do so again. 

 I hope today that we can agree on some tangible and practical measures to address the upload 
and dissemination of violent and extreme content, and curb the harm that this type of content 
to cause in our society. 
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Agenda Timing Description Lead 

3 1:15 – 1:30 pm 
(15 minutes) 

Update from the digital platforms 
 Actions 
 Rules and standards 
 Lessons learned 

Facebook 
Google 
Twitter 

PURPOSE OF ITEM 

For the digital platforms to provide a briefing on the actions taken in response to the attacks in 
Christchurch, the rules and standards that govern their services and lessons learned from the 
incident. 

OUTLINE OF ACTIONS TAKEN BY INDUSTRY  

Facebook  

Facebook has advised that the first user report of the video of the attack came in 29 minutes after 
the video started, and 12 minutes after the live broadcast ended.  

  

Once it was aware of the video, Facebook marshalled a range of resources to attempt to keep it off 
its platform.   
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On Friday, 22 March, Facebook published a technical update on New Zealand which included details 
of its work to: use technology to improve video matching technology and react faster to this kind of 
video; identify and remove the content of over 200 white supremacist organisations globally; and  
experiment with sharing URLs with its partners in the Global Internet Forum to Counter Terrorism, as 
well as refining and improving collaboration in a crisis. 

Google (YouTube) 

Twitter 

Twitter has not provided an update on the actions that it took in response to the attacker’s video. 
Twitter has been quoted in media reports as saying that the company had suspended the account of 
one of the suspects and was working to remove the video from its network, which violated its 
policies. 

TALKING POINTS 

 The Government appreciates that this heinous act caught all of us off guard.  

 As I noted earlier, the Government appreciates the efforts of the platforms and ISPs to delete 
and block content from the Christchurch attack, and their willingness to cooperate with law 
enforcement agencies and Government in the wake of the attacks. 

 Digital platforms are not the only place that this horrendous content was uploaded and shared. 
Sites like 4Chan, 8Chan and Kiwifarms were used by individuals to host this material.  

 But the fact remains that the platforms – notably Facebook – were the launching point for the 
dissemination of this content by the perpetrator.  

 The alleged gunman deliberately exploited the openness of the platforms, and used them as a 
means of promoting this abhorrent act of terrorism.  

s37 and 47G
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 And the platforms remain the key ways in which the bulk of our community access online 
content, including harmful content. With this scale and impact comes an unavoidable level of 
social responsibility.   

POTENTIAL QUESTIONS 

Facebook 

a) Why did it take 29 minutes (12 minutes after the end of the video) for Facebook to begin the 
process of taking down copies of the video? How can this be improved?  

b) Facebook has indicated that in the 24 hours following the incident, it has prevented the 
attempted upload of 1.2 million copies of the video, but than 300,000 slipped through. How did 
this happen? 

c) How many attempted uploads of the video has Facebook blocked automatically (current 
figures), and how many has it had to take down once uploaded?  

d) How many of those videos that required removal after upload needed to be reviewed by 
Facebook staff or contractors, and how many were removed with technology? 

e) How did Facebook seek to work with other industry players in relation to ‘hashed versions’ of 
the video? When did this occur, and what were the results?   

Google (YouTube) 

a) How many searches related to the Christchurch attack occurred in the first 24 hours, and how 
many were seeking the video footage? 

b) Did YouTube become aware of the existence of the video on its platform by user notification, 
advice from security agencies, or from internal sources? 

c) When, precisely, did YouTube remove the first upload of the video footage, and how long after 
the attack was this?  

d) How many attempted uploads of the video did YouTube block on the first 24 hours, and how 
many got through and needed to be removed once uploaded?  

e) How did Google seek to work with other industry players in relation to ‘hashed versions’ of the 
video? When did this occur, and what were the results?   

Twitter 

a) Why hasn’t Twitter provided some indication publically of the impact of the incident on its 
platform, and what actions it has taken?  

b) How many times was the video uploaded by users to the Twitter platform in the first 24 hours of 
the incident? What action did Twitter take in relation to these uploads? 

c) Did Twitter seek to block the upload of the video, and how soon after the incidence did this 
occur?  

d) How many attempted uploads were blocked by Twitter, and how were they blocked?   
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e) How many times did users share links to the video footage? What action did Twitter take in 
relation to these tweets?  

f) How many user accounts did you suspect or disable?  

g) How did Twitter seek to work with other industry players in relation to ‘hashed versions’ of the 
video? When did this occur, and what were the results?   
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Agenda Timing Description Lead 

4 1:30 – 1:55 
(25 minutes) 

Update from the ISPs 
 Actions 
 Rules and standards 
 Lessons learned 

Telstra 
Optus 
TPG 
Vodafone 
Communications 
Alliance 

PURPOSE OF ITEM 

For ISPs to provide a briefing on the actions taken in response to the attacks in Christchurch, the 
rules and standards that govern their services and lessons learned from the incident. 

OUTLINE OF ACTIONS TAKEN BY INDUSTRY  

 Telstra, Optus and Vodafone have voluntarily blocked sites hosting the Christchurch shooting 
video. The role of TPG is unclear, as no statements have been located. 

 The blocked sites included 4chan, 8chan, Liveleaks, Zerohedge and Kiwi Farms. There was 
significant criticism of the blocking of Zerohedge,  

 ISPs have reportedly been working with blocked websites to restore access once the video had 
been taken down. Media reports also suggest that the telecommunications industry is hopeful 
that this summit will bring clarity over the government’s expectations about how they would 
react to any terrorist material being shared widely in future. 

TALKING POINTS  

 I commend those of you (Telstra, Vodafone and Optus) who took action voluntarily in response 
to the events in New Zealand to block access to sites hosting the abhorrent content until it was 
removed. 

 This has played an important role in reducing the spread of the content throughout the 
Australian community.  

 I appreciate that industry would like guidance from Government about when and how to act.  

 Today I hope we can make a start to clarifying these arrangements and the systems that should 
be in place should unfortunate situations like this arise in the future. 

POTENTIAL QUESTIONS 

a) How many websites have each of you blocked?  

b) How many have removed the offending content, and has access been restored? What is the 
process and timeframe for restoring access? 

c) Did the ISPs share information with each other about the decision to block sites voluntarily? 
Was there industry-wide coordination?  

d) What about smaller ISPs – did they undertake any blocking?  

e) Did TPG block any of the sites? 

s47G
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Agenda Timing Description Lead 

5 1:55 – 2:55 pm 
(60 minutes) 

Facilitated discussion: improving outcomes and 
commitments to reform. 

 Instantaneous or quicker takedown of violent 
and extreme material (or blocking of access).  

 Improving transparency of the actions taken 
by platforms and ISPs in relation to violent 
and extreme material. 

 Enhancing responsibility for the upload and 
distribution of violent and extreme material by 
individuals, platforms and ISPs.   

All 

PURPOSE OF ITEM 

To seek commitments from the digital platforms and telecommunication industries that they will lift 
their game and do more to deal proactively and decisively with inappropriate content. 

More detailed content is available at Attachment A. 

TALKING POINTS AND QUESTIONS  

Takedown 

Talking Points 

 I acknowledge the efforts of the digital platforms to find and remove the content once alerted. 
And we have heard about the difficulty of moderating live streams featuring abhorrent content. 

 But the issue remains – digital platforms have set up service that we know can be exploited by 
terrorists to reach mass audiences. 

 We also know that if even one copy of a video can reach an audience – that content can then be 
copied and reposted. 

Questions 

 Can platforms prioritise the development of better and more effective AI to detect extreme 
material? 

 Can platforms put better mechanisms in place to identify users or accounts that spread violent 
and extreme material and prevent them from creating new accounts with the same intent? 

 On human oversight – can platforms appoint Australian-based content moderators with the 
historical, political and cultural knowledge needed to make informed moderation decisions? 

Transparency  

Talking Points 

 The draft Online Safety Charter would require technology forms to publish regular reports on 
content controls, complaints and compliance issues. 

 I note and welcome the various transparency reports published by many digital platforms – 
however more granular detail would assist government to assess the effectiveness of actions 
taken. 

 For example – it is not helpful to provide the number of pieces of offensive content taken down 
when we don’t know the prevalence of graphic violence, hate speech or offensive content on 
the platform. 
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Questions 

 Can platforms build greater awareness about the actions that users can take to quickly report 
abhorrent content? 

 How can platforms increase the level of trust with users that their reports are taken seriously 
and will be acted on? 

Responsibility  

Talking Points 

 Technology firms are no longer just the pipes that deliver content. There must be greater 
responsibility for the content that users can access and minimum thresholds for content control 
and moderation. 

 Disturbingly, the events in Christchurch have also demonstrated that there are individuals who 
will make a determined effort to edit and re-upload appalling content. There needs to be a clear 
message sent that this behaviour is unacceptable. 

Questions 

 Could the platforms do more to identify and demote content of users with a track record of 
engaging with violent or extreme material? 

 Can platforms build stronger relationships with law enforcement and provide a designated, 24 
hour contact point for responding to online safety concerns in Australia? 

 Could technology companies formalise the share with government emergency plans for 
responding to these issues? 
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Agenda Timing Description Lead 

6 2:55 – 3:00 pm 
(5 minutes) 

Close Minister for 
Communications 

PURPOSE OF ITEM 

TALKING POINTS



s37



s37



s37



s37



s37



1

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:28 PM

To:

Cc: James Penprase

Subject: Agenda for tomorrow [SEC=UNCLASSIFIED]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

UNCLASSIFIED
Dear ,
Please find attached the agenda for the meeting in Brisbane tomorrow. I look forward to seeing you both there.
Regards,

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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MEETING WITH DIGITAL PLATFORMS, INTERNET SERVICE 
PROVIDERS AND GOVERNMENT ON VIOLENT TERRORIST 

MATERIAL ONLINE  

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

Vodafone 

TPG 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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KENNA Allison

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:33 PM

To: tpgtelecom.com.au

Cc: James Penprase

Subject: Agenda for meeting in Brisbane tomorrow [SEC=UNCLASSIFIED]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

UNCLASSIFIED
Dear 
Thank you for reaching out before and confirming that you will be attending the meeting in Brisbane tomorrow. The 
agenda for it is attached.
It is highlighted on top of the agenda, but it is being held from 1-3pm, Level 31, Waterfront Place, 1 Eagle St, 
Brisbane.
Please do not hesitate to contact me if I can be of any help in the meantime.
Regards,

Dr Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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MEETING WITH DIGITAL PLATFORMS, INTERNET SERVICE 
PROVIDERS AND GOVERNMENT ON VIOLENT TERRORIST 

MATERIAL ONLINE  

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

Vodafone 

TPG 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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KENNA Allison

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:34 PM

To:

Cc: James Penprase

Subject: Agenda for tomorrow [SEC=UNCLASSIFIED]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

UNCLASSIFIED
Dear John,
Please find attached the agenda for the meeting tomorrow in Brisbane. We look forward to seeing you there.
Regards,

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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 Transparency – improving 
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Close Minister Fifield  
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KENNA Allison

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:37 PM

To:

Cc: James Penprase

Subject: Agenda for tomorrow [DLM=For-Official-Use-Only]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

For Official Use Only
Dear 
I’m sorry we haven’t spoken again in the last couple of days, but please find attached the agenda for the meeting in 
Brisbane tomorrow. I look forward to meeting you in person then. Please reach out if there is anything further I can 
provide in the meantime.
Regards,

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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MEETING WITH DIGITAL PLATFORMS, INTERNET SERVICE 
PROVIDERS AND GOVERNMENT ON VIOLENT TERRORIST 

MATERIAL ONLINE  

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

Vodafone 

TPG 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:29 PM

To:

Cc: James Penprase

Subject: Agenda for tomorrow [SEC=UNCLASSIFIED]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

UNCLASSIFIED
Dear 
Please find attached the agenda for the meeting in Brisbane tomorrow. We look forward to seeing you there.
Regards,

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov

Doc 13

s22

s22

s22

s22



MEETING WITH DIGITAL PLATFORMS, INTERNET SERVICE 
PROVIDERS AND GOVERNMENT ON VIOLENT TERRORIST 

MATERIAL ONLINE  

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

Vodafone 

TPG 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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KENNA Allison

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:25 PM

To: twitter.com

Cc: James Penprase

Subject: Agenda for tomorrow [SEC=UNCLASSIFIED]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

UNCLASSIFIED
Dear Kara,
Please find attached the agenda for the meeting in Brisbane tomorrow. We look forward to seeing you there.
Regards,

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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MEETING WITH DIGITAL PLATFORMS, INTERNET SERVICE 
PROVIDERS AND GOVERNMENT ON VIOLENT TERRORIST 

MATERIAL ONLINE  

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

Vodafone 

TPG 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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KENNA Allison

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 5:30 PM

To:  Vodafone Australia; 

Cc: James Penprase

Subject: Agenda for tomorrow [SEC=UNCLASSIFIED]

Attachments: Agenda - Summit of Violent Terrorist Material - 26 March 2019 - FINAL.docx

UNCLASSIFIED
Dear ,
Please find attached the agenda for the meeting in Brisbane tomorrow. We look forward to meet with your CEO and 
Dan then.
Regards,

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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MEETING WITH DIGITAL PLATFORMS, INTERNET SERVICE 
PROVIDERS AND GOVERNMENT ON VIOLENT TERRORIST 

MATERIAL ONLINE  

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

Vodafone 

TPG 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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KENNA Allison

From: Patteson, Carolyn <Carolyn.Patteson@communications.gov.au>

Sent: Monday, 25 March 2019 12:07 PM

To: Richard Eccles

Cc: James Penprase

Subject: All ISPs called -  [SEC=UNCLASSIFIED]

UNCLASSIFIED
Richard,
Have talked to all ISPs and the Comms Alliance. All grateful for run through and ready to talk specifics.

 

Odds and sods:

 We can access the venue from 10am onwards no problems 
 HA have lined up 4 helpers and they’ve got my details. I’ve asked them to arrive about 12:20 so we can talk to them 

and then we can have them ready to escort from 12:30 onwards – might have a few delegates arriving early 
depending on flights etc

Carolyn Patteson

First Assistant Secretary / Content
Department of Communications and the Arts
P +61 2 6271 1418

Email.carolyn.patteson@communications.gov.au
2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601
communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov
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From: communications.gov.au>

Sent: Monday, 25 March 2019 3:37 PM

To: media

Cc:

Subject: Summit Talking Points [SEC=UNCLASSIFIED]

UNCLASSIFIED 

Hi Media Team, 

Could you provide these talking points to media at Home Affairs  

We will be updating these tomorrow. 

Cheers, 

Summit on Responses to the Sharing of Content Related to the Christchurch Incident 

• The Australian Government has invited representatives to attend a summit to be held in response to the 
Christchurch incident on 26 March. 

• The summit will bring together representatives of Australian law enforcement and security agencies, 
internet service providers, social media platforms, regulators and government officials. 

• Representatives will be asked to detail the actions taken by their organisations in response to the shootings 
and the dissemination of footage from the attacks.  

• Summit participants will then work collectively to identify what can be done to prevent the streaming and 
reposting of extremist material, both now and into the future. 

Cheers, 

Director / Platforms and Partnerships / Digital Media and Copyright Branch
Department of Communications and the Arts

munications.gov.au

2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601

communications.gov.au / @CommsAu

arts.gov.au / @artsculturegov

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I recognise and 
respect their continuing connection to the land, waters and communities. I pay my respect to Elders past and present 
and to all Aboriginal and Torres Strait Islanders.
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From: @communications.gov.au>

Sent: Tuesday, 26 March 2019 10:05 AM

To: James Penprase

Cc:

Subject: Info from AGs [DLM=For-Official-Use-Only]

For Official Use Only 

Hi James, 

AGD has called us to advise that they met with the AG yesterday  
 

  

 
 

 

AGD will circulate a revised Bill for comments. We are seeking some information for them about who the Online 
Safety Act and the Online Content Scheme applies to. 

Regards, 

Director / Platforms and Partnerships / Digital Media and Copyright Branch
Department of Communications and the Arts

munications.gov.au

2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601

communications.gov.au / @CommsAu

arts.gov.au / @artsculturegov

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I recognise and 
respect their continuing connection to the land, waters and communities. I pay my respect to Elders past and present 
and to all Aboriginal and Torres Strait Islanders.
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From: ommunications.gov.au>

Sent: Tuesday, 26 March 2019 4:44 PM

To: James Penprase; ; 

Subject: Presser: Summit Outcomes [SEC=UNCLASSIFIED]

Attachments: AUTH0109.m4a

UNCLASSIFIED 

Dear colleagues, 

I’ve attached the audio file. The announcements were: 

1. There will be a taskforce established that will report to PM&C, consisting of representatives of: DOCA, 
AGD and DHA. Representatives will also be sought from the platforms and ISPs.  

The taskforce will develop practical measures including short and long-term responses to : 
Identify more quickly 
Take down more quickly 
Greater transparency from platforms 

2. The government is not dissuaded from pursuing a legislative solution to the “live streaming of serious 
criminal offending”. Legislation will be developed ‘in parallel’ with the work of the taskforce. 

Regards, 

Director / Platforms and Partnerships / Digital Media and Copyright Branch 
Department of Communications and the Arts 

2 Phillip Law Street, Canberra ACT 2601 
GPO Box 2154 Canberra, ACT 2601 

communications.gov.au / @CommsAu
arts.gov.au / @artsculturegov

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I 
recognise and respect their continuing connection to the land, waters and communities. I pay my respect to 
Elders past and present and to all Aboriginal and Torres Strait Islanders.

Doc 21
Has Sound file 
attachment s22

s22

s22

s22

s22

s22



SUMMIT ON RESPONSES TO THE SHARING OF CONTENT 
RELATED TO CHRISTCHURCH INCIDENT 

Date:  Tuesday, 26 March 2019 

Time:  1:00 to 3:00 pm 

Venue: Level 31, 1 Eagle Street Waterfront Place, Brisbane, Queensland 

AGENDA 

Agenda Timing Description Lead

1 1:00 – 1:05 pm 

(5 minutes) 

Introduction Prime Minister 

2 1:05 – 1:15 pm 

(10 minutes) 

Overview of expectations Minister Fifield 

Minister Dutton 

Attorney General 

3 1:15 – 1:30 pm 

(15 minutes) 

Response from the digital platforms 

 Actions 

 Rules and standards 

 Lessons learned 

Facebook 

Google 

Twitter 

4 1:30 – 1:55 

(25 minutes) 

Response from the ISPs 

 Actions 

 Rules and standards 

 Lessons learned 

Telstra 

Optus 

TPG 

Vodafone 

Comms Alliance 

5 1:55 – 2:55 pm 

(60 minutes) 

Facilitated discussion: improving outcomes 
and protections for the community 

 Prevention and protection – 
including detecting, blocking, and 
instantaneous and faster takedown 
options for violent terrorist material. 

 Transparency – improving 
transparency of the actions taken by 
platforms and ISPs in relation to 
violent terrorist material. 

 Deterrence – enhancing responsibility 
for the upload and distribution of 
violent terrorist material by 
individuals, platforms and ISPs.  

All (led by Minister 
Fifield) 

6 2:55 – 3:00 pm 

(5 minutes) 

Close Minister Fifield  
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SUMMIT CALLED IN RESPONSE TO THE CHRISTCHURCH SHOOTINGS 

BRISBANE – 26 MARCH 2019 

COMMUNIQUÉ 

At today’s summit, hosted by Prime Minister, the Hon Scott Morrison MP, participants provided 

updates on their efforts to detect, delete or block multimedia content filmed by the perpetrator of 

the Christchurch shootings, including new legislation to criminalise the uploading or live streaming of 

multimedia content by perpetrators of terrorist acts and their supporters. 

Summit participants agreed that they were united on the need to restrict access to multimedia 

content made by the perpetrators of terrorism. This content is intended to humiliate and degrade 

victims of terrorism, inflame social tensions and encourage copycat and revenge attacks. 

Representatives of social media companies updated summit participants on their efforts to detect, 

delete and prevent footage created by the Christchurch attacker from being shared on their 

platforms. 

Facebook removed the attacker’s video and personal accounts following contact from the New 

Zealand Police. In the first 24 hours, 1.5 million re-uploads of the attack were removed from the 

platform globally. More than 1.2 million of these were videos blocked at upload. Variants of the 

video were identified and removed using a mixture of audio analysis technology and human 

oversight. Facebook has identified, blocked and shared more than 800 visually distinct videos with 

members off the Global Internet Forum to Counter-Terrorism (GIFCT) to prevent these videos from 

appearing on a wide range of other platforms. 

Google activated a safety warning that included the contact details for the New Zealand Police at the 

top of search results for any person searching ‘Christchurch’ or related queries. YouTube terminated 

the attacker’s account and then established a 24 hour incident team to identify and remove tens of 

thousands of copies of the video from being uploaded, many of which were stopped by automated 

systems. YouTube launched authoritative ranking to ensure that for queries related to the incident, 

authoritative content was prioritised (such as from news sites). Hundreds of accounts were 

terminated that were designed to either promulgate the attacker’s footage or to express sympathy 

with the perpetrator. Finally, YouTube suspended the ability to search or filter searches by upload 

date. This was an unprecedented step to prevent violative videos from being discovered while 

YouTube worked to address the volume of attempted uploads. 

Internet service providers including Telstra, Vodafone and Optus made an independent decision to 

introduce temporary blocking of a range of websites hosting the perpetrator’s video. The temporary 

blocks will remain in place until the videos are removed. 

The actions taken by digital platforms and internet service providers to reduce access to the 

attacker’s video are acknowledged by government. However, despite these efforts, there remain 

numerous individuals who persist in exploring new ways to distribute the video widely. In order to 

address this issue, the Attorney-General, the Hon Christian Porter MP briefed summit participants 

on a range of new criminal offenses designed to prevent the spread of abhorrent online material. 

[Legislation details…] 

Summit participants affirmed that international websites that choose to continue hosting the 

perpetrator’s video are an enduring problem which will require an international response. While the 

‘fringe’ nature of these websites means they do not attract mass audiences, their role in bringing 
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together like minded individuals in forums where acts of terrorism can be glorified, promoted and 

encouraged cannot be ignored. Addressing these sites will require a coordinated, international 

effort. The Prime Minister will pursue an international approach to this issue at the G20 meeting in 

Osaka, Japan. 



JOINT MEDIA RELEASE

Media contacts: 

Morrison: Name | Phone | Email 
Fifield: Geraldine Mitchell | 0407 280 476 | Geraldine.Mitchell@communications.gov.au 

Authorised by Senator Mitch Fifield, Liberal Party of Australia, Parliament House, Canberra  

Online and technology firms need to do more 

26 March 2019  

The Australian Government is committed to ensuring that digital platforms and 
services are not used as weapons by terrorists, and has today called on 
industry to do more to protect our citizens from harm.  

“The attack in Christchurch on 15 March 2019 has brought into sharp focus 
how modern technology can be used to disseminate content that is clearly 
unacceptable in our society,” the Prime Minister said.    

“Today the Australian Government met with senior representatives of the 
digital platforms and the telecommunications industry to agree how we can do 
better to make sure that this offensive and harmful content is not 
promulgated.” 

The discussions involved representatives from Google, Facebook, Twitter, 
Telstra, Optus, Vodafone, TPG, and the Communications Alliance, along with 
the Attorney-General, the Hon Christian Porter MP, the Minister for Home 
Affairs, the Hon Peter Dutton MP, and relevant Government officials.  

Minister for Communications Mitch Fifield said that the discussions were 
highly productive.  

“The Government acknowledges the actions taken by the digital platforms and 
internet service providers to remove or block access to the attacker’s video,” 
Minister Fifield said.    

“But much more is needed. We need to know that in the future the digital 
platforms and telecommunications providers will take greater responsibility for 
how their services are used,” he said.  

At the meeting the Prime Minister articulated the two key areas where the 
Government, and community, expect industry to lift their game.  

Firstly, ensuring that industry implements prevention measures to immediately 
detect, and remove or block access to, violent and extreme content.   

Secondly, seeking a commitment that industry will be more transparent about 
the actions they take to deal with such inappropriate content.  

The Prime Minister also emphasised to industry that there would be 
consequences if industry fail to meet the mark.  

Doc 24



“Cooperation is better than regulation, but we will regulate if necessary,” the 
Prime Minister said.  

“We have done so in the past to protect the Australian community online, and 
we won’t hesitate to do so again, he said.” 

“Our current community consultations on the Government’s draft Online 
Safety Charter have never been more important,” Minister Fifield said.  

“This is the vehicle by which we can continue to make our expectations clear 
and work collaboratively with the digital platforms and internet service 
providers to realise the benefits of a connected world while protecting our 
citizens from its harms.” 

Despite these cooperative efforts by industry and regulators alike, there are 
those who persist in exploring new ways to distribute offensive violent 
material. 

The horrendous events of 15 March in Christchurch make that abundantly 
clear.  

The Australian Government will be introducing a new range of criminal 
offences designed to prevent the spread of extreme violent online material, 
and impose clear and meaningful penalties on those that do.  

“We will continue to put Australia and Australians first, but we recognise that 
this is a global issue which needs a coordinated international effort, the Prime 
Minister said.  

“This Government will continue to pursue this issue at the G20 meeting in 
Osaka, Japan later this year.” 
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From: communications.gov.au>

Sent: Wednesday, 27 March 2019 2:34 PM

To: James Penprase

Cc:

Subject: Summit Talking Points [SEC=UNCLASSIFIED]

UNCLASSIFIED 

Hi James, 

The Department of Home Affairs are after updated talking points following the Summit yesterday. Are the following 
OK? 

Summit on Responses to the Sharing of Content Related to the Christchurch Incident 

• On 26 March, the Australian Government hosted a summit to respond to the live streaming of shootings in 
Christchurch. 

• The summit brought together representatives of Australian law enforcement and security agencies, internet 
service providers, social media platforms, regulators and government officials. 

• Following the summit, the Australian Government announced that it would form a taskforce to develop 
short and medium-term solutions to address the live streaming of extremist content. 

• The taskforce will include representatives from: 
o Department of the Prime Minister and Cabinet 
o Department of Communications and the Arts 
o Department of Home Affairs 
o The Attorney-General’s Department 
o Relevant social media platforms and internet service providers. 

• [DHA to seek content from AGD about pursuing legislative solutions] 

Cheers, 

Director / Platforms and Partnerships / Digital Media and Copyright Branch
Department of Communications and the Arts

 

2 Phillip Law Street, Canberra ACT 2601
GPO Box 2154 Canberra, ACT 2601

communications.gov.au / @CommsAu

arts.gov.au / @artsculturegov

I would like to acknowledge the traditional custodians of this land on which we meet, work and live. I recognise and 
respect their continuing connection to the land, waters and communities. I pay my respect to Elders past and present 
and to all Aboriginal and Torres Strait Islanders.
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From: Eccles, Richard <Richard.Eccles@communications.gov.au>

Sent: Thursday, 4 April 2019 11:31 PM

To: ; Patteson, Carolyn; 

James Penprase

Subject:

Attachments: Letter to Mr Mrdak.pdf; ATT00001.htm

FYI 
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FOR-OFFICIAL-USE-ONLY 

FOR-OFFICIAL-USE-ONLY 

1. PREVENTION AND PROTECTION – DETECTING, BLOCKING, AND INSTANTANEOUS AND 
FASTER TAKEDOWN OPTIONS FOR VIOLENT TERRORIST MATERIAL 

b) Content removal – platforms to prioritise removing violent terrorist material once it is 
notified to them, or otherwise identified through improved internal identification and 
moderation process. Platforms to pursue instantaneous removal of all content 
previously identified as violent terrorist content. 

c) Content blocking – ISPs, subject to notices issued under a new / enhanced notification 
process, to immediately block domains that have been identified as consistently hosting 
/ streaming violent terrorist content.  

e) Response network – the Government to lead the development of a high speed 
emergency response contact network for Government, ISPs and platforms. Government 
will need to consider the structure and role, including the integration of the enhanced 
notification process outline above. But for the industry, this would involve:  
i. ISPs and platforms establishing processes to share information with each other and 

law enforcement or regulators of identified violent terrorist material, including the 
online locations of such material;  

ii. ISPs and platforms to develop, formalise and share with Government emergency 
plans for responding to these issues; and  

iii. ISPs and platforms committing to providing a designated, Australian 24 hour 
contact point for responding to law enforcement and regulators in relation to 
online safety; and 

iv. ISPs and platforms to work with law enforcement agencies to help identify wilful 
distributors of wilful distributors of violent terrorist content, such that legal 
consequences can be more consistently enforced 

f) Product design – platforms to commit to incorporating safety protections into their 
services from the design phase to mitigate risks (Safety-by-Design). 
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FOR-OFFICIAL-USE-ONLY 

FOR-OFFICIAL-USE-ONLY 

2. TRANSPARENCY – IMPROVING TRANSPARENCY OF THE ACTIONS TAKEN BY 
PLATFORMS IN RELATION TO VIOLENT TERRORIST MATERIAL 

g) Standards development – platforms to commit to engage broadly with in-country 
experts and key stakeholders in relation to the development and application of their 
own online safety standards and terms of use. 

h) Reporting – platforms to compile and publish regular reports and data, specific to 
Australia, on: 
i. content controls, including the type of content is identified, moderated and/or 

prevented from being uploaded, how it was identified, and the action taken; and 
ii. complaints, including the number of complaints received, investigated and 

resolved, the time taken to resolve complaints, the category of complaint, the 
action taken and generalised demographic information (including, where known, 
age, geographic location of complainants), and any appeals/ arbitration processes.  

3. DETERRENCE – ENHANCING RESPONSIBILITY FOR THE UPLOAD AND DISTRIBUTION OF 
VIOLENT TERRORIST MATERIAL BY INDIVIDUALS, PLATFORMS AND ISPs.   

i) User reporting – platforms to deploy clear, visible and intuitive reporting mechanisms on 
live streaming services that are triaged immediately in relation to extreme violent 
content (in addition to suicide, terrorism and child sexual abuse material). Platforms to 
push reporting mechanisms and remind users of the importance of reporting content to 
keep others safe. 

j) Moderators: Platforms to ensure they employ sufficient moderators to handle the 
volume of requests in accordance with timeframe expectations, and that these 
moderators have adequate support in dealing with this content. 

k) Warning notices – platforms to issue warning notices to live streaming users who may 
be posting violent content that their service may be cut off. 

l) Moderation triggers – platforms to implement ‘moderation triggers’ in circumstances 
where live-stream content on a platform service is drawn from anonymous sites such as 
4chan or 8chan.  

m) Disabling comments – platforms to agree to provide an option for site owners to turn off 
notifications / comments where they are experiencing high levels of offensive or violent 
commentary in response to the posting or reporting of content on their social media 
sites.  

n) Predictive search – platforms to ensure that after a terrorist attack users are not 
prompted to search for live footage.  

o) Problematic websites – platforms to demote content links to websites that host violent 
terrorist footage



Snapshot of Australian Government Online Responsibilities 

Communications Attorney-General’s Home Affairs Prime Minister and 
Cabinet 

Department of Defence Australian Electoral 
Commission 

Social Services Education and Training

Agencies:

 Office of the eSafety 
Commissioner 

 Australian 
Communications and 
Media Authority 

Agencies: Agencies:

 Australian Federal 
Police 

 Australian Security 
Intelligence 
Organisation 

Agencies:

 Office of National 
Intelligence 

Agencies:

 Australian Signals 
Directorate 

 Australian Cyber 
Security Centre 

Agencies: Agencies: Agencies:

Issues:

 Online Safety 
including: 
o Cyberbullying 
o Image-based 

abuse 
o Offensive and 

harmful content 
o Online safety 

education 

 Copyright 

 Online advertising 

 Gambling promotions 
during live sport 

 Illegal interactive 
gambling services 

 Electoral 
communications (for 
broadcasting) 

Issues:

 National security and 
counter-terrorism  

 Child sexual abuse 
material 

 Foreign interference 
transparency scheme 

 Defamation 

 Privacy 

Issues:

 Breaches of the 
Criminal Code: 

Use of carriage service to 
menace, harass or cause 
offence 

 Commonwealth 
offences for 
prohibited online 
content include 
extremist propaganda 
and terrorist material 

 Collection of domestic 
intelligence, 
investigation of 
counter-terrorism and 
security threats 

Issues:

 Online Safety for 
Aboriginal and Torres 
Strait Islander 
communities 

 Improving online 
safety for women 

 ONI is responsible for 
enterprise level 
management of the 
National Intelligence 
Community 

Issues:

 Defending Australia 
from cyber threats 

 Coordination of 
Australian cyber 
capabilities to improve 
cyber resilience 

Issues:

 Ensuring electoral 
communication 
(including online 
communication) is 
appropriately 
authorised 

Issues: 

 National Plan to 
Reduce Violence 
against Women and 
their Children 

 Funding organisations 
that provide 
education and support 
on technology-
facilitated abuse 

Issues:

 National Safe Schools 
Framework 

 Information and 
resources for students 
through the Student 
Wellbeing Hub 

 COAG Bullying and 
Cyberbullying Senior 
Officials Working 
Group 
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Summit Paper 

The events of Christchurch on 15 March 2019 have brought into stark relief a series of current 

vulnerabilities in the role that modern technology plays in supporting content and actions that are so 

clearly unacceptable to society. 

KEY ISSUES 

A future model of collaboration must see digital platforms and technology companies take 

responsibility in three general areas: 

1. In ensuring content meets standards acceptable to the community. 

2. To proactively discover and moderate inappropriate content. 

3. To respond to referred instances of inappropriate content. 

The extent to which each of the players currently takes responsibility for these matters varies 

greatly.  But what is clear is that current levels of responsibility are insufficient. 

These platforms are no longer just ‘dumb pipes’ that deliver unmoderated content developed by 

others. Sophistication of algorithm based activity has assisted each to grow rich - very rich – Google 

had global revenue of US$110 billion in 2017 of which AU$3 billion is from customers in Australia. 

Facebook earnt AU$1.3 billion in advertising revenue from the 13 million Australian subscribers in 

the same year. These platforms are amassing a greater market share of content, advertising and 

data resources. It is time that this sophistication is used to better achieve the three elements of 

responsibility outlined above. 

Correspondingly, Government must be much clearer in its expectations. Recent history has shown 

that we have needed to regulate - to intervene in this market - for one simple reason: digital 

platforms have failed to act in a manner that approximates Australia’s community standards.  We 

have shown that although we live in a global economy, we can and will put the interests of our 

people first and foremost. 

The pendulum has swung. Governments no longer consider platforms beyond regulation.  Over the 

past three years the Government has begun to regulate the platforms in areas such as gambling 

advertising, copyright and piracy, online safety, electoral compliance and privacy.  We have made it 

clear: unless your own standards reflect our national interest, we will regulate. 

Similarly, society is no longer prepared to accept the power they yield unquestioned and unfettered 

(including in areas such as privacy, on-line safety and scamming). 

So much more is needed. 

The regulatory framework in relation to terrorist activity, extreme violence and human exploitation 

exists in some form. But the nature of regulation and the nature of the rapidly changing digital 

environment means government will likely be playing catch-up constantly.  It will be hard for 

regulation to constantly evolve at the same pace as changes in on-line and digital communications. 

Against this background, any future construct must be defined by best possible regulation; a shared 

understanding of community standards; clear protocols for discovery and referral of inappropriate 

activity and content; and (ambitiously) goodwill. There will need to be consequences for non-

compliance. 
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The Government is currently consulting on an Online Safety Charter which will establish the 

Government’s expectations for social media services, content hosts and other technology 

companies. The Government sees the Charter as the vehicle to drive the needed changes on these 

issues.  

Legislative change will also be required to introduce new offences to prevent the dissemination of 

abhorrent audio-visual depictions of acts of violence that the perpetrator or their associates have 

recorded. These will deny offenders the opportunity to leverage interest in the event on social 

media platforms to further spread their propaganda messages. 

OBJECTIVES OF THE SUMMIT 

The objective of the Summit is to get a commitment from the digital platforms and 

telecommunications industry that they will lift their game and do more to deal proactively and 

decisively with inappropriate content. 

The Summit should result in a greater understanding of the following: 

1. Government’s expectations of the digital platforms and ISPs in upholding community standards 

and proactively identifying and removing inappropriate content. 

2. The tools and approaches that digital platforms and internet service providers can utilise in 

dealing with the dissemination of abhorrent material. 

3. How government and technology companies can work together. 

4. To identify lessons that could inform government action if required. 

SUMMIT ATTENDEES 

The Summit will bring together Ministers, Australian Government law enforcement, security and 

policy officials and senior representatives from the digital platforms and internet service providers. 

Invited attendees include: 

Ministers 

1. Prime Minister 

2. Minister for Communications and the Arts 

3. Attorney-General 

4. Minister for Home Affairs 

Officials 

5. PM&C – Martin Parkinson  

6. DoCA – Mike Mrdak 

7. OeSC – Julie Inman-Grant  

8. ACMA – Nerida O’Loughlin  

9. AFP – Andrew Colvin 

10. ASIO – Duncan Lewis 

11. Home Affairs – Mike Pezzullo  

12. AGD – Chris Moraitis  

Platforms 

13. Google 

14. Facebook 

15. Twitter 



ISPs 

16. Telstra –  

17. Vodafone –   

18. Optus –  

19. TPG –  

20. Communications Alliance –  

BROAD STRUCTURE OF SUMMIT 

The agenda for the Summit has been structured to enable Government to make clear its 

expectations about the handling of harmful or offensive content and to foster a shared 

understanding of actions taken in response to the events of 15 March 2019.  The focus will be on 

taking the lessons learned and framing a way forward.  The Government is looking for stronger 

collaboration and commitments from the digital platforms and the ISPs to act on inappropriate 

material efficiently and effectively.  If necessary the Government will regulate and there will be 

consequences for non-compliance.  

Agenda 

1. Welcome by the Prime Minister 

2. Overview of expectations (Minister Fifield, Minister Dutton, Attorney-General) 

3. Update from Digital Platforms (Facebook, Google, Twitter): 

a. Actions 

b. Rules and Standards 

c. Lessons Learnt 

4. Update from ISPs (ISPs, Communications Alliance) 

a. Actions 

b. Rules and Standards 

c. Lessons Learnt 

5. Facilitated Discussion: Lessons learned focusing on: (all) 

a. Ensuring content meets standards acceptable to the community 

b. To proactively discover and moderate inappropriate content 

c. To respond to referred instances of inappropriate content 

6. Meeting Close (Government) 
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Internet Service Provider Response 

 Media reports (Guardian Australia, AFR – 20 March) indicate that Telstra, Vodafone 
and Optus have all confirmed that they are actively blocking Australian customers from 
accessing websites that are hosting the Christchurch attacker’s video. 

 Communications Alliance Chief Executive John Stanton is quoted as saying: “Due to 
the extraordinary circumstances, several large ISPs in Australia have taken the 
decision to voluntarily implement temporary blocks of websites that continue to host 
footage of the Christchurch terrorist attack video. These ISPs have sought to balance 
community expectations to remove access to the video with the need to minimise any 
inconvenience that may arise from legitimate content being blocked as an unavoidable, 
temporary consequence.” 

 ISPs have been working with blocked websites to restore access once the video had 
been taken down. 

Australian Online Content Arrangements 

Australia’s classification system to address violent and extreme material  

 Australia has a robust domestic Classification Scheme for films, computer games and 
certain publications.  

 Australia relies on the Scheme to provide safeguards on material deemed extremist in 
nature and where appropriate, a Refused Classification (RC) rating is applied for material 
submitted for classification. This includes content promoting, inciting or instructing 
matters of crime of violence. 

 The RC category includes offensive depictions or descriptions of children and illegal 
content. However, it is important to note that what is considered prohibited/potential 
prohibited under Australian law may not be illegal in the jurisdiction where the content is 
hosted. 

 The scheme is an inter-governmental arrangement whereby any changes to the scheme 
must be considered and agreed to by all ministers with responsibility for classification 
matters. 

Legality of video 

 The full-length video posted on 8Chan showing Tarrant’s assault on the Al Noor Mosque 
in Riccarton would almost certainly fall within the RC category under the terror-advocacy 
provisions and the broader instruction in crime or violence provisions. 

 There are several other versions of the attack video circulating, including an edited 
version that stops as Tarrant raises his shotgun to fire at worshippers standing at the 
door of the Al Noor Mosque.  

 These edited versions – depending very much on the context in which it is provided – 
may not be considered sufficiently detailed to be regarded as pro-terror advocacy. 
Arguably, they do not show a terrorist act within the meaning of section 100.1 of the 
Criminal Code, as required under section 9A of the Classification (Publications, Films 
and Computer Games) Act 1995.  
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 It is arguable that some of the edited versions may, however, still be considered 
sufficiently detailed to fall within the RC crime instruction category, as they could be seen 
as showing instruction in tactics, techniques and procedures. 

Mechanisms for takedown 

 The eSafety Commissioner has the statutory power to direct Australian content hosts to 
remove prohibited online content if it is hosted in Australia under the Online Content 
Scheme. 

 While the eSafety Office does not have the power under the Scheme to issue a 
takedown notice to Facebook, which is based in the United States, it does work 
cooperatively with digital platforms to request removal of material that is clearly illegal in 
Australia and other jurisdictions. 

 Reports about prohibited online content are referred to local and international civil and 
law enforcement partners for investigation and removal. 

 If prohibited online content depicts information that could lead to the identification of 
either a victim or perpetrator, an immediate report will be made by the Office to the AFP.  

 Pro-extremist content is notified to the Australian Federal Police or to state law counter-
terrorism commands. 

 There are separate protocols that guide the relationship between law enforcement, 
intelligence agencies and platforms. 

 Overseas-hosted prohibited content is notified to vendors of accredited Family Friendly 
Filters. 
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